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XRD2
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XRD2 Status
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ü MXCuBE3 running 
ü Sample changer OK for the SPINE pucks and under test for the 
UNIPUCKS; Under development for crystallization PLATES and 
Test-Samples
ü Set-Up of disk space and computing power: Software installed 
in local Pilatus PPU and in a computer cluster:

Cluster of 16 servers, 252 cores @ 3GHz and 128 GB RAM each (2TB total), Tesla supercomputing 
machines  with  nVidia K80 boards (total of almost 5000 CUDA cores) with 480 GB/sec bandwidth.

ü ISPyB/EXI missing: we are working on files describing the 
dewars content (users are supposed to upload them together with 
dewars tracking number now) – VUO integration
ü No remote access yet.
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Data access through VUO
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Browser, WebDAV, GridFTP
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ISPyB installation

ü Installed on CentOS 7.3
• Java SDK8 – Oracle
• Wildfly 8.2.1 Final
• MariaDB 5.5.2

ü LDAP authentication
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